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1. Short answer: (20 points 5 pts each)
(a) What are the cycle time and clock rate?

(b) Ifthe current PC of a beq instruction is 0x80000, give the maximal byte
address range that the instruction can branch to (with a 8-bit immediate field).

(¢) Execution time = CPU time + mem time. Given the fraction of the CPU time is 40%.

:40%5 S :2: S :12—)00
cpu mem

cpu

What is the maximal and minimal speedup?

(d) What is pipelining? Why does it improve CPU performance?

2. Assume that we will build a basic new CPU for NTCA (New Taiwan Computing
Array):(35 points)

® In following questions, please explain the answer and also fill each factor in the
table.

® Assume /V instructions are executed by a NTCA processor and are broken down as
instructions. |

R-type: 40%, beq: 30%, Iw: 20% and sw: 10%.
® Assume the latencies for each stage of single-cycle NTCAL1 are listed.

-mem | 1D LA | DRVIEM | W prog time =inst # x CPI x cycle_time

200ps | 150ps | 200ps| 200ps | 100ps

Inst# | CPI | cycletime

(a) (6 points) Give answers for the basic single-cycle (a)
NTCAI1 on right. NTCALl
(b) (9 points) Now we build a 5-stage pipelined (b)

NTCA2. Give answers for (b) NTCA2. What is | NTCA2

the ideal speedup achieved by pipelining NTCA2 (©)
versus single-cycle NTCA1? NTCA3
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(¢) (12 points) Now you would like to cut cost by giving a simpler NTCA3, which
allows only register addressing for memory (no more immediate add). How
many stages can the simple NTCA3 become? Will it be faster than NTCA2?
Explain why and give answers for (c).

Original Iw rd, rs1, immediate ;; td = memory|[rs1 + immediate]
replaced by
addi rd, rs1, immediate ;; d =rs]1 + immediate
{ lw rd, rsl ;; rd = memory[rsi]

(d) (8 points) Are there any impacts or changes due to NTCA3 on data forwarding
or hazard stall detection? Explain why.

3.Memory hierarchy. (25 points)

(a) (6 points) Explain how a memory hierarchy with L1, L2, and main memory
work.

(b) (6 points) Spatial locality and temporal locality are two key properties to
maintain memory hierarchy. Give a short C code and specify statements that
can illustrate these two locality types.

(c) (6 points) What is page table? How large is the page table of a 16GB system
with 4KB/page? Why is a TLB needed for virtual memory?

(d) (7 points) Compare the key differences between cache memory and virtual
memory.

4. Consider CPU, DMA (direct memory access) and I/0. (20 points)
(a) (6 points) Explain how DMA works with CPU for I/O operations.

(b) (6 points) If a machine cannot handle interrupt, the system will not be able to
perform I/O via DMA. Argue the above statement correct or not?

(¢) (8 points) How does CPU perform I/O tasks via memory-mapped I/O and /0O
commands? Can we have DMA working with memory-mapped 1/0?
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1. Answer the following two questions

(2) (10 points) Is it true that if f(n) = O(g(n)), f(n) > 2 and g(n) > 2, then log f(n) =
O(log g(n))? Prove your answer.

(b) (10 points) Is it true that if f(n) = O(g(n)), then 2/™ = O(29(*))? Prove your answer.

2. You are running a restaurant with n seats. One day, many customers arrive. They form groups
of different sizes. For each group of customers, you must either seat the whole group or they

will leave. There are at least % customers in total and all group sizes are less than n. Your goal
is to serve as many customers as possible.

(a) (20 points) Design an O(n log n)-time 2-approximation algorithm. Briefly justify the cor-
rectness and analyze the running time.

(b) (20 points) Design an O(n?)-time algorithm which finds the optimal solution. Briefly
justify the correctness and analyze the running time.

3. (20 points) Given a graph G = (V, E) and a starting vertex s € V, design an O(V + E)
algorithm that marks all vertices reachable from s using a path (not necessarily a simple path)
with an even number of edges. Briefly justify the correctness and analyze the running time.

4. (20 points) A trader wants to travel to different cities and make trades. There are 7 cities
C1,Cs,...,Cy. The trip must start and end at Cy. Every time the trader reaches a new city
Ci, he can trade there and earn r; dollars. (He does not get any revenue by passing through
C; the second time.) On the other hand, traveling from city C; to city C; costs f;; every time.
He wants to decide whether there exists a trip with net revenue at least some given constant &

or not. (Net revenue is the total revenue from trading minus the total cost of traveling.) This
problem is clearly in NP. Prove that this problem is NP-complete.
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X All of your implementations should be in C/C++, Python, or in pseudo-code

that is easily comprehensible.

1. (15%) Explain the goal of the given Python and C++ programs, which yield
identical outcomes. You only need to review one of the following programs based

on your familiarity. What is the output for the input: n = 3620191, target = 162

# Python procedure // C++ procedure
def MisteryInteger(self, n, target): int sum(long long n) {
n0=n int res=0;
i=0 while (n) {
while sum(map(int, str(n)}) > target: res+=n % 10;
n=n//10+1 n/=10;}
i+=1 return res;}
return n * (10 ** i) - n0 long long MisteryInteger(long long n, int
target) {
long long n0 = n, base = 1;

while (sum(n) > target) {
n=n/10+1;
base *=10;

}

return n * base - no;

2. (15%) Implement a recursive procedure to find the depth of a binary tree. Design a

non-recursive procedure for it.

3. (15%) You're given an array A of length n, where A[i] is the price of goods on the
i-th day. Your task is to maximize the profit by choosing a single day to buy the
goods and choosing a different day in the future to sell the goods. Return the
maximum profit you can achieve from this transaction. If you cannot achieve any

profit, return 0. Design a procedure for it and give the complexity of your method.
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4. (15%) Consider a single variable polynomial P(x) = ¥, a;x', where a;'s are the

coefficients and x is a given value. Implement an efficient procedure to evaluate

P(x). What is the time complexity of your method?

5. (20%) Consider a fixed positive integer k and a sequence of real numbers
ay, ..., A, where 0 < a; < 1 for 1 < i < k. Design an efficient procedure to
find a real number r such that ¥, al =1 with precision within 1076, Explain

why such r exists.

6. (20%) Consider a directed acyclic weighted graph G = (V,E) and two distinct
vertices s and t. Your task is to find a longest simple path from s to t. Design a
dynamic programming procedure for this problem. What is the time complexity of
your method?
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. [15%] Is T + ¢ a linear transformation if T is a linear transformation from R" to R™ for a
non-zero constant ¢? A linear transformation always maps the origin to the origin, yes or no?
Why?

. [20%] Let i =[1,0,0], j =[0,1,0], and k = [0,0,1]. Confirm whether or not the set B =
{i +j,i+k,2k} forms a basis of R3. In particular, can you find any possibility that the set B
can generate [1,1,1],1i.e., i+ j+ k? Show how if it is possible.

. [10%] Decide which one is bigger, E? or F for E and F are defined below? Why?
E=u-v=(12 34 66)-(22 44 7.6) and
F=lluli®livl*=1I(12 34 66222 44 7.6)|>.

Note that “ - ” means an inner product.

. [10%] Prove or disprove (AB)™* = B~1A"! fortwo n X n invertible matrices 4 and B.

. [10%] Prove or disprove the statement, if the matrix A? is invertible, then so is A.

2n

n—oo n—o

2 1 Z2 1
. [25%] Evaluate lim A*" = lim | 3 g where A = 3 g . What is the result if we
6 6 6

6

would like to find the form of A2"?
. [10%] Calculate det(AB) where A and B are given as follows:

1 4 5 -1 0 0
A=[0 2 6]andB=[5 1./3 0].

0 0 3 6 7 1/2
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(485 25 o)1 COVID-19 7% I #A F] S A 1% & 1 B4R 0 B 3R 96 T4F €37 Ak
%% & o B TV H| A VPN(Virtual Private Network) 4% #7 7£ 2 4 (public) R 4 4~
(unsecure) &9 #8 & 48 28 (Internet) L2 T 2 ey &g B H TS # B 9| pr
BE¥H VPN 24 ARG B OENM - BMIP L Psec BATEZHARE
4 VPN -

(—) 3#3LEA IPsec &) Authentication Header(AH) &) £ £ 48 A4 2 (10 %)
(=) F R AH & 4o E AF 23 2| By 1k IP address spoofing attack ? (5 47)

(=) %3P AH 4o 7] AR5 ik replay attack - (10 %)

(4845 25 &)1 1 Ps 4935 5 % (Advanced Persistent Threat, APT)i& % € & 4& %
BB o BA » WBHNE — MR ¥ € %% (compromise) B 42 4824
09X — X H % 459 B (vulnerability) » A28 BAZ@IE - — MM 2 0 LB EH
W [ 6 ) B & 3 7 A 38 49 Dropper 2 RAT(remote access Trojan)ik g2 > 3£ 3
Bg :

(—) Dropper k88 6y sh s 824EA - (8 %)

(=) RAT B RAER - (8 5)

(Z) FRERECIHFBEIRALRATOEE - 9 H)

(485 25 2°) By Xig(Firewall)$2 A 4% By # % % (Intrusion Detection System, IDS)
A BAIR KW TR RETIRA %M -

(—) B K a9 3R AR o0 A & BT 0 ¥ 09 8888 3R (policy) » sk & ik & ARk 4h
3 Internet 33 67T LA B £ K P48 > SLOR L ¥ P 4860 67T 1A 1@*;—?"%'1
Internet o 3% ] B K % 84 13 B 4% 41 5] % (access control list)— #% 2 #& & 3 &,
Al AR b 38 31 & 69 4% 88 (header) P9 g9 4843 ? (10 %)

(=) Az ELRG4ER B i#%ﬁi@(&gnature se)ik B EAIE %A LB &
NEHHLENCEARE - FRHERZHUENETRGEREANRHEE
RHHER  MHANRFTEZALFTRLEZDHREN DY SLAAE L1533
BRI - (15 &)
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m (48525 5)F L #4#% X v F (symmetric encryption)s 2B 44& 4w % (public
key infrastructure, PKI) » X & & F % F(digital signature) % k4% & i2 #b. & FA &
FEARIB N Z R & ) B R R 44 69 % M (confidentiality) ~ 7% 2 M (integrity )fo
% 4383 (identity authenticity) o & 48 ¥ 48 47 AR F5(e-banking) ' «v £ X p 18 B 4%
T1EE—E B XHRIRTHER - FHWA
(—) R\ X Z o T A A PKI % 4 i 3] 4 F & 4 % 3% (mutual

authentication) it #E{R /£ 4888 L 92 2188 » L R BN AR R

CHE=TEE -8 )

) AR ATIR EAMR A B E A Lo T4 E 2 (10 &)

Z) BRI E R F o 3% (authentication) & v 25 (encryption) % 19 48 PKI & 3k

7840 % JE H k4o Rivest-Shamir-Adleman (RSA)E 74 & F 84X, 7T 45
HEEAREEBRERORMN I BETXRE > RRAM?2(T »)
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1. (15%) Which of the following statements are tautology?

A. [prlp— 9l—g
B. [p—(gq—n)]
C. (prg)—(pVvq)

D. [(p—g)r-pl—

2. (10%) If three integers are selected, at random and without replacement, from

{1,2,3,...,99,100}, what is the probability such that their sum is even ?

3. (10%) For three sets 4,8, and C, please simplify the following set expression

(AUB)NCUB.
4. (15%) For what base do we find that 251+445=1026.

5. (24%) Let 4={1,2,3,4} and B={x,,z}.

A.
B
G
D

Es

F.

£

H.

(3%) List three functions from A4 to B.

. (3%) How many functions f: 4—B are there?

(3%) How many functions f: 4—B are one-to-one?

. (3%) How many functions g: B—A are there?

(3%) How many functions g: B—>A are one-to-one?
(3%) How many functions f: 4— B satisfy f{1)=x?
(3%) How many functions /> 4—B satisfy f{1)=£(2)=x?

(3%) How many functions f: 4—B satisfy f{1)=x and f2)=)?

6. (16%) Find the generating function for the following sequences:

(#TFR)
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A. (3%) 0,1,0,0,0,...
B. (3%)0,1,1,1,1,...
C. (3%)0,1,2,3,4,...
D. (3%)0,1,3,6,10,...
E. (4%) Use the above result 6D to find a formula for Y7_, k.
7. (10%) The chromatic number of a graph is the minimum number of colors needed
to label the vertices so that adjacent vertices receive different colors. Please

determine the chromatic number of a bipartite graph.
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— ~ (25%) For a n-Si crystal doped with donor atoms with a donor electron energy
state of £y, the Fermi level Er is located at Er— E.= - 0.2 eV, where E.is the
energy of conduction band edge. It is known that at room temperature, Si £, =
1.12 eV, 1 kT/qg = 0.0259 V, g = 1.6x10° C.

- (a) For an energy state in conduction band with an energy level of E,; —E. = 0.1
eV, find the electron occupancy possibility of the state E; at room
temperature. (7 %)

(b) For an energy state in valence band with an energy level of E;; —E, = - 0.1 eV,
find the hole occupancy possibility of the state £, at room temperature. E, is
the energy of valence band edge. (8 %)

(c) At room temperature, list the high low relationship among the energy levels
of Ec, Ey, Er, Eg, and Er;. (5 %)

(d) At absolute zero temperature (0 K), list the high low relationship among the
energy levels of Ec, By, Er, Eq, and Er. (5 %)

=~ (25%) For an ideal Si pr junction, the doping concentrations in p and n regions

are N4 = 4x10" cm™ and Np = 8x10'3 cm™ respectively. It is known that at room

temperature 1 kT/g = 0.0259 V, g = 1.6x107°C, Si n; = 1.5x10'° cm?3, g = 11.9

&, €0 = 8.85x 107" F/em, Si electron and hole mobility are z, = 1350 ¢cm?/v-s and

Hp = 480 cm?/v-s respectively, D/u = kT/q. Assume the minority carrier lifetimes

in p and n regions are %, =1 ps andg, =2 ps. Ignore the effect of net

generation-recombination mechanism in depletion region when the device is

under non-equilibrium condition.

(a) Under thermal equilibrium, find the built-in potential V3= ? (5%)

(b) Under a forward bias of V== 0.2V, find the ideal current density J = ? (6 %)

(c) Let x, be the position of the depletion edge in x region. Under a forward
bias of Vr= 0.2V, find the product of the electron and hole concentrations at
Xn ? (6 %)

(d) Under a reverse bias of Vz = - 4 V, find the total depletion width Wp = ?
Also, find the small signal junction capacitance C; = ? (8 %)
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(25%) For a practical pn junction, the effect of net generation or net
recombination mechanism should be considered in depletion region under a
certain bias.

(a) Plot the schematic distributions of the quasi Fermi levels of electron Er, and
hole Er, within the whole pn junction under forward and reverse bias
conditions. (8 %)

(b) Which mechanism mentioned above dominates the current in forward bias
condition?  Similarly, which mechanism in reverse bias condition? (6 %)

(c) What are the 1 £7 current and 2 &7 current? (6 %) |

(d) What is the ideality factor of a practical pn junction? (5 %)

(25%) In a metal/oxide/semiconductor MOS structure, the SiO, oxide thickness

is 250 nm and the doping concentration of p-Si is Ny = 2x10'* ¢cm?3. It is known

that £5i02 = 3.9 &, & = 8.85x 10" F/em. At room temperature 1 £7/g = 0.0259 V,

g = 1.6x10°C, Si m; = 1.5x10'° cm™. The interface trap density D; of 2x10!!

cm?eV-! at SiO,/Si interface is considered. Assume the D, are acceptor-like for

E: > Eri and donor-like for E; < Em, and are constant in density within the

bandgap at interface, where E; is the energy level of D trap.

(a) Find the value of Er-Erin thermal equilibrium of p-Si bulk substrate, where
EFi is the intrinsic Fermi level and Erthe Fermi level of p-Si. (8 %)

(b) At flat-band condition, find the total effective interface charges QOi/g due to
Di?  Also, find the flat-band voltage shift AVyg due to Dy. (12 %)

(c) When the MOS was biased to the condition that the Si surface is intrinsic,
find the total effective interface charges Qi/q due to D;? (5 %)
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1. (20%) For the circuits given in Figure 1(a) & 1(b), assume that the NMOS is
biased at saturation mode with
vil =0.6 V,A=0.01 V"', y =0, p_C,, = 100 pA/V?
L =1 pm and W =2 pum. Please calculate
(a)gmXr, of Figure 1(a) [10%]
(b)small-signal voltage gain vo/v; of Figure 1(b) [10%]

0.5V 4V 4V
o 2.667 mA
14%4 ol Fove
Vi 0
1kQ
Figure 1(a) Figure 1(b)

2. (10%) In the capacitor-coupled circuit shown in Figure 2, current of the diodes
are Is = Is exp(V4/2VT), VI =25 mV.,

For small input signals, what value of resistor R is needed for v, /v; = 0.5?

10V

1.5 mA

ve| — inoHvo

1 mA

= Figure 2
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BRI IN2 FNEGLERRE n
#8 - EF2 (2=ZR ' %=8)

3. (20%) For the circuits given in Figure 3(a) & Figure 3(b), assume Vp = 0.7 V.

Please sketch a plot showing the relationship between v; and v, like Figure 3(c).

R R
+0— W\, % % L +0—AA\N ¢ o,
: + -
v -I- v = Vi FaN R v,
"o ; “ : —0 - _
O
(10%) Figure 3(a) (10%) Figure 3(b)
Vo
/N
Vi
Figure 3(c)

4. (20%) For the circuit given in Figure 4, assume f = 100, Ic=1 mA, V=25 mV
and neglect the Early effect.
Please calculate
(@) gn=? mA/V [10%]
(b)Ay=? V/V [10%]

Vee

2kQ

8

100kQ

oV,

Figure 4
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5. (10%) Refer to Figure 5. Given the following data, calculate Gy, R,, and Ay for

the circuit.

I=200 pA, B =125, punCox= 400 pA/V, W/L=25, V4= 1.8 V.Vr=25mV.

VDD

Vi O—i Q4

Figure 5

6.  (20%) For the circuit in Figure 6, assume an ideal op amp.
(a)Use superposition to find v, in terms of the input voltage vi and v2. [10%]
(b)For
vi = 2sin(2nx10t) — 0.5 sin (2rx200t),volts
v2 = 4sin(2nx10t) + 0.5 sin (2rx200t),volts
find v,. [10%]

4R
R
Vjo 4'A'A" y
Voo AN— =
R S4R

GRAAM R A4 =)

Figure 6




